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Abstract 

In this paper, we consider the problem of recognizing a table structure through the analysis of 
the provided picture. The problem statement is the following: we have a photo with an unknown 
number of particular objects captured, and we know that they are arranged in a flat table struc-
ture. It is assumed that the provided picture complies reasonable restrictions concerning perspec-
tive distortion and rotation magnitudes. The goal is to recognize the underlying table structure, 
i.e., to arrange the recognized objects into some table structure that appropriately fits the picture. 
From now on, we call this procedure the tabulating of the objects. This paper then considers the 
task of tabulating objects under the conditions of the absence of any antecedent information con-
cerning the table structure, except for the actual picture. 

Keywords: tabulating, machine learning, deep learning, neural networks, image recogni-
tion, table structure, objects ordering. 

 

1. Introduction 
It is known [1], how to tabulate objects with deep neural networks when the size of the table is 
known a priori. That is, we can quickly restore the object’s integer cell coordinates in case we 
know the total amount of cells in horizontal and vertical directions. Although in this case such in-
formation is not provided, the problem entangles as we need to determine the size of the table 
alongside with the cell coordinates. Therefore we need a model that determines the size of a given 
table pictured in the image. Let us call such a model the sizer. 
In this article, we describe our attempts to build the sizer via deploying the known deep neural 
networks from [1]. We also propose another approach to determine the size, report some im-
provements for training methodology, and describe deployed sizer models chronologically along 
with their results on the test dataset. 

2. Formulation of the problem 
Lately, the problem of recognition of tables and tabular structures gained much attraction. In 
general, the model receives the image of a table. Usually, the table in the image is printed or 
drawn on some plain surface such as paper or a chalk-board. The model then produces some sort 
of description of table structure, including objects, located in the cells of the table, and the indices 
of those cells. The image is customary a scan or even an HTML page. Nonetheless, the general 
setting does not impose such restrictions and also a perspectively distorted image can considered. 
Well known approaches include splitting an algorithm into two stages. Namely, table detecting 
and table recognition. At table detecting, we aim to determine the edges of table elements, and at 
table recognition, we use those edges to reconstruct table cells indices. In our investigation, we 
primarily consider the second stage of an algorithm. We also split it into two parts, namely, 
recognition of relative table coordinates of elements and determining the cell size of the table. As 
one can easily see, the solutions of these two smaller problems combined yield a full solution of a 
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table recognition problem, since the relative coordinate multiplied by a cell size gives an absolute 
cell index. 
The problem of deriving relative table coordinates is fully described in [1]. Henceforth in this very 
article, we aim to provide a solution to the second problem of table recognition, namely, the de-
termination of the cell size of a table. To deliver such a solution we use modern machine learning 
technics. 

3. Related work 
In the past few years, the problem has been actively discussed. In particular, deep neural net-
works and machine learning were shown to be very effective in the context of tabulating (see [2], 
[3], [4], [5]). Mostly these works consider the narrowed formulation of the problem, considering 
the image as a scan of a document with a table. The solution is suggested to be a deep neural net-
work, which typically consists of several stacked deep neural networks ([2]), which reduces the 
problem to the object detection task. Various CNN-based approaches [3] showed remarkable re-
sults on standard test datasets. Some approaches demonstrate innovative ideas such as moving 
documents from black-and-white domain to the traditional for CNNs three-channel domain in 
order to use known object detection neural networks [4], deploying transfer learning [6] to solve 
the table detection problem. The latter is also considered to be solved using unsupervised learn-
ing [5]. Moreover, in [7] there is a series of classical models to use as a baseline for future investi-
gations as well as a wide dataset of images of tables, which are mostly real documents typed in 
Word and LaTex. 
Nevertheless, in our experiments, we saw very bad convergence of described deep architectures 
when applied beyond the restricted formulation of the problem. Thus, we decided to split the 
problem into smaller parts and solve them separately by taking advantage of machine learning 
and deep neural networks. 

4. Solution methods 

4.1. Sizing as a regression problem 

There is an effective tabulating neural network model in [1] that obtains relative cell coordinates. 
However, those results are only useful if we know the cell size of the table. In order to extend the 
applicability of this solution, we generalized the model to include the unknown parameters, which 
are the width and height of the table. These two parameters are considered as continuous varia-
bles, which allows us to formulate the problem in regression terms. 
The natural approach is to build a single model that would solve the whole problem on its own. 
The result of applying this method is a deep neural network that predicts the size of the table and 
the relative table coordinates in one run. The architecture of this composite model is represented 
in the picture 1. From here onwards, we call the layers of a neural network as follows: 

  
MaxPool 
Convolutional transposed 

Sub-sampling layer with max function [9] 
Transposed convolutional layer [8] 

Convolutional Convolutional layer [8] 
Linear Fully connected layer[10] 
Softmax Softmax layer [11] 

 
On the left in the picture 1, one can see output tensors ranks. This neural network receives the 
tensor of rank 1 × 1 × N × 4 and returns the tensor of rank 1 × 1 × N+1 × 2, where N is the number 
of objects (i.e. cells). The first N rows of output tensor are considered the relative table coordi-
nates, and the last row is the width and the height of the table. 
 



 
   

 

 
Pic. 1: The architecture of the composite model 

 
It is easy to see that the composite model is a modification of the TabCNNf neural network, which 
is described in [1]. The difference is the additional CYCLE 0 and a greater number of channels in 
the composite model. Since this model predicts all necessary data in one run, it is possible to use 
it with low power devices. 



 
   

 

4.2. Reformulation 
The above model solves the problem in the regression setting. Taking into the account the natural 
restrictions on the table size, it is appropriate to reformulate the problem. Namely, let us solve the 
sizing problem as the classification task. To accomplish this, let us suppose that each size of the 
table is less or equal than 12 cells, for example. In this case, we have to categorize images into one 
of 12*12=124 classes. Let us point out that our sizer models receive not the images themselves, 
but the coordinates of the objects detected in the image which are considered the cells of the ta-
ble. 
Nonetheless, the classification with such a large number of classes is complicated; hence let us 
split it into two parallel classification problems with 12 classes, namely the prediction of the width 
and the prediction of the height. As a result of this, the sizer in the classification setting is a model 
that solves the above two classification tasks. 

4.3. Recurrent sizer 

In our experiments, we built a recurrent model with two LSTM cells [12], and the regularization 
dropout layer [13] with 0.5 probability between them followed by a fullyconnected layer. The ac-
curate architecture is represented in picture 2. 
 

 
Pic. 2: The architecture of the recurrent model 

 
Let us point out that the recurrent model allows us to neglect the unknown amount of the detect-
ed objects which we denote with N in the previous section. In the recurrent model, the input ten-
sor of the model is the tensor of rank 1 × 6. The difference between two different pictures is only 
the number of runs of the recurrent model, which equals N. The additional two features (6 in-
stead of 4 in the previous section) are the non-overlapping areas of projection on the bottom and 
on the left side of the picture. 
The hidden state of the model is nullified after each image processed and changes through the 
predicting on N rows of the tensor of rank N × 6. 
For the recurrent sizer, we obtained f1 score = 0.84 on the test dataset. Precision and recall of the 
model is represented in picture 3. 

 



 
   

 

 
Pic. 3: Precision and recall of the recurrent model for width and height classes 

 
Let us note that we trained two independent models that receive equal inputs. Despite of the out-
standing precision of the recurrent sizer, the prediction quality heavily depends on the number of 
detected objects, which means the decreasing quality when processing smaller tables. 

4.4. “Histogram trick” 

In order to fix the rank of input tensor, we can also convert the input data with so-called “histo-
gram trick” [14], [15]. Namely, we create a histogram of distribution for each of 6 features accord-
ing to the detected objects. The obtained histograms are then used as inputs for the model. Histo-
gram trick fixes the rank of input tensor since our features are normalized into [-0.5, 0.5] interval 
for objects coordinates and into [0, 1] interval for non-overlaping projection areas; hence the in-
tervals and the steps of our histograms are fixed which means that the size of the histogram itself 
is fixed too. From here onwards, the number of bins of all histograms is assumed to equal 300. 
Experiments that included the increase of this parameter did not show a significant quality gain. 

4.5. Unsupervised sizer 
For now, we have input tensor of fixed rank 300 × 6, which allows us to use simple classical ap-
proaches. In particular, we built several unsupervised learning methods. The first method we 
used consists of training of 24 normal distributions mixture models. These models traditionally 
are trained using the EM algorithm [16]. In our setting, we train 12 models for both the width and 
height of the table. To compute the size of the table, we can compare our feature histograms with 
distributions learned by mixture models and pick the model, which delivers the maximum likeli-
hood. The distributions learned by mixture models are represented in the picture 4. X-line here is 
the relative coordinate of the detected object, and Y-line is the number of objects which have such 
a center. 



 
   

 

 

 
Pic. 4: The distributions of the coordinate of the object’s center with respect to the table size 

 
Despite of apparent simplicity of these distributions, the larger value of the number of clusters 
generates the distorted distribution, which conditions more significant error of this model. 
The second unsupervised approach we tested was the silhouette analysis [17], which is the meth-
od to choose the number of clusters in the KMeans algorithm, which maximizes the silhouette 
metric. Both of the clustering approaches showed comparatively low quality. 

4.6. Fully connected and convolutional sizers 
To provide the solution of the stated classification problem, we also used simple neural networks. 
The first model is a fully connected neural network, and its architecture is represented in picture 
5. 
The second model is the convolutional neural network, and its architecture is represented in pic-
ture 6. 
 



 
   

 

 
Pic. 5: The architecture of the fully connected sizer 

 

 
Pic. 6: The architecture of the convolutional sizer 



 
   

 

The output of the model is the 12 classes’ joint distribution of both width and height. 

4.7. Gradient boosting machine, woody sizer 

The last approach we have deployed was the gradient boosting machine [18]. We trained GBM 
with CART trees of depth 2, 3, and 5. The quality of the model was monotonously increasing with 
the increase of depth. The number of trees was equal to 1000. The f1 score of the model concern-
ing the number of trees is represented in picture 7. Precision and recall metrics are represented in 
pictures 8 and 9. 
 

 
Pic. 7: Training the GBM with trees of depth 5 

 

 
Pic. 8: Precision of the woody sizer 

 

 
Pic. 9: Recall of the woody sizer 



 
   

 

5. Experiments 
The input and output data have to be normalized. Let (x1, y1), (x2, y2) be the coordinates of left 
top, and right bottom corners of the object in the picture, (x0, y0) be the coordinates of left-top of 
the rectangle area containing all of the detected objects, 𝑤, h be the width and the height of this 
area. Let us denote normalized coordinates with (𝑥1, 𝑦

1
), (𝑥2, 𝑦

2
). For them, we have the formula 

(1): 

 

𝑥1 =
𝑥1 − 𝑥0

𝑤
− 0.5 

𝑥2 =
𝑥2 − 𝑥0

𝑤
− 0.5 

𝑦
1

=
𝑦1 − 𝑦0

ℎ
 − 0.5 

𝑦
2

=
𝑦2 − 𝑦0

ℎ
 − 0.5 

 

(1) 

Considering the object with cell coordinates (𝑖, 𝑗), let us denote its normalized cell coordinates as 

(𝑖, 𝑗) . For them, we have the formula (2): 

 

𝑖 =
𝑖

𝑤𝑐
− 0.5 

𝑗 =
𝑗

ℎ𝑐
 − 0.5 

 

(2) 

Here 𝑤c, hc are cell width and cell height of the table, which we aim to predict. Since 𝑤c, hc are the 
output of the model, they should be normalized 

too. Let us denote normalized cell width and cell height as 𝑤с, ℎс. Suppose we have only tables 
with the following restrictions: 

𝑤c х hc, where 1 ≤ 𝑤 ≤𝑤c ≤ W, 1 ≤ h ≤ hc ≤ H. 
Then we have the formula (3): 
 

𝑤с =
1

𝑤𝑐
  

ℎс =
1

ℎс
 

 

(3) 

That is according to the formulae above, we normalize cell width and cell height into [-0.5, 0.5] 
interval. 
Besides the bounding box coordinates, we also have non-overlapping projection areas. Let us de-
scribe how to calculate these features. Suppose that we have coordinates of points of all objects in 
the image: {(x1

(n), y1
(n)), (x2

(n), y2
(n)), . . .}, where 1 ≤ n ≤ N is the index of the object. Let us denote 

xn = sup({x1
(n), x2

(n), . . .}), 
xn = inf ({x1

(n), x2
(n), . . .}), 

yn = sup({y1
(n), y2

(n), . . .}), 
yn = inf ({y1

(n), y2
(n), . . .}), 

and let μ be the Lebesgue measure on ℝ. Then a non-overlapping projection area of the object 
with index n is calculated according to formulae (4), (5): 
 𝑃𝑥(𝑛) = µ ([𝑥𝑛, 𝑥𝑛] \ ⋃ [𝑥𝑖, 𝑥𝑖]

𝑖:𝑦𝑖<𝑦𝑛

) (3) 

 𝑃𝑦(𝑛) = µ ([𝑦𝑛, 𝑦𝑛] \ ⋃ [𝑦𝑖, 𝑦𝑖]

𝑖:𝑥𝑖<𝑥𝑛

) (4) 



 
   

 

Taking (1), (2), (3), (4), (5) into account the input has N rows of the form (𝑥1, 𝑦
1
, 𝑥2, 𝑦

2
,𝑃𝑥,𝑃𝑦) and 

the output has N rows of the form (𝑖, 𝑗) and the last row of the form (𝑤с, ℎс) for the composite 

model; the output has one row of the form (𝑤с, ℎс) for all other models. 
During all experiments, the train and the test datasets were fully synthetically generated. 
That is, we have a module which generates pictures of tables with rotations and perspective dis-
tortions and creates input tensors of rank N × 6, where N is a number of cells in the table, 6 is a 
number of features, which are normalized coordinates of the cells and the non-overlapping pro-
jection areas of the cells. The example of such an image is represented in the picture 10. Blue in-
tegers are ground truth cell coordinates, whereas red integers are model predicted cell coordi-
nates. 
 

 
Pic. 10: The example of the training image 

 
The quality of the described models in terms of F1 score is listed in the table below: 

Method 
F1 
score 

Clustering model 0.2 

Composite model 0.6 

Fully connected and convolutional models 0.71 

Recurrent model 0.84 

GBM 0.93 



 
   

 

6. Conclusion 
In this article, we have proposed several approaches to solving the problem of sizing a table, 
which is applicable in recognition of the table structure in the absence of a priori information. 
The acquired results show that classical GBM along with the histogram trick, yields the best re-
sults. Nonetheless, potentially GBM lacks generalization abilities while being used in real condi-
tions. 
Since the highest obtained score is far less than 1.0, we will continue the research in order to 
build the solution. In particular, the next experiments include GBM initialized with recurrent siz-
er, or training recurrent model on features extracted with GBM.  
This work was supported by a grant from the Russian Foundation for Basic Research 18-07-
00901. 
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